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High-efficiency single-photon detection in the microwave domain is a key enabling technology
for quantum sensing, communication, and information processing. However, the extremely low
energy of microwave photons (∼ µeV) presents a fundamental challenge, preventing direct photon-
to-charge conversion as achieved in optical systems using semiconductors. Semiconductor quantum
dot (QD) charge qubits offer a compelling solution due to their highly tunable energy levels in the
microwave regime, enabling coherent coupling with single photons. In this work, we demonstrate
microwave photon detection with an efficiency approaching 70% in the single-photon regime. We
use a hybrid system comprising a double quantum dot (DQD) charge qubit electrostatically defined
in a GaAs/AlGaAs heterostructure, coupled to a high-impedance Josephson junction (JJ) array
cavity. We systematically optimize the hybrid device architecture to maximize the conversion effi-
ciency, leveraging the strong charge–photon coupling and the tunable DQD tunnel coupling rates.
Incoming cavity photons coherently excite the DQD qubit, which in turn generates a measurable
electrical current, realizing deterministic photon-to-charge conversion. Moreover, by exploiting the
independent tunability of both the DQD transition energy and the cavity resonance frequency, we
characterize the system efficiency over a range of 3− 5.2 GHz. Our results establish semiconductor-
based cavity-QED architectures as a scalable and versatile platform for efficient microwave photon
detection, opening new avenues for quantum microwave optics and hybrid quantum information
technologies.

I. INTRODUCTION

The ability to efficiently detect single photons is
fundamental to a broad range of quantum technolo-
gies, including quantum communication, cryptography,
sensing, and information processing [1–4]. While in
the optical domain single-photon detection is a ma-
ture technology—with photodiodes, avalanche photode-
tectors, and superconducting nanowires achieving near-
unity efficiency [1, 5–8]—the transition to the microwave
regime presents profound challenges. At gigahertz fre-
quencies, the energy of a single photon is five orders of
magnitude smaller than that of an optical photon, ren-
dering traditional photoelectric detection mechanisms in-
applicable [9, 10]. As a result, alternative architectures
are required to realize microwave single-photon detectors
capable of operating at the quantum limit.
Various strategies have been developed to address this

challenge, leveraging tools from the circuit quantum elec-
trodynamics (cQED) framework [9]. These include su-
perconducting qubit-based detectors that map photon
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absorption onto quantum state transitions [11–13], biased
Josephson junctions [14–17], parametrically driven Kerr
resonators operated at criticality [18] and bolometric sen-
sors based on materials such as graphene [19–21]. While
these approaches have demonstrated key milestones such
as quantum non-demolition detection and sub-femtowatt
sensitivity, they are often constrained by requirements
for pulsed operation, complex reset protocols, sensitivity
to quasiparticles, or limited long-term stability [11–17].
Moreover, continuous and passive detection of itinerant
microwave photons remains elusive.
An emerging and promising approach involves hybrid

semiconductor-superconductor architectures, in partic-
ular double quantum dots (DQDs) embedded in high-
impedance microwave cavities [22–25]. When operated
in the charge qubit regime, DQDs possess energy split-
tings in the microwave domain, allowing them to absorb
cavity photons and convert them into a measurable elec-
trical current—a mechanism analogous to that of opti-
cal photodiodes [26–29]. Unlike many superconducting
qubit-based detectors, DQD detectors can operate con-
tinuously, without active qubit reset or prior knowledge
of photon arrival time [26, 28–30]. Their well-defined
energy structure provides intrinsic frequency selectivity,
and the absence of Josephson junctions in the absorption
medium eliminates sensitivity to quasiparticle-induced
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dark counts, a key advantage for robust operation [14–
17].

In recent years, pioneering experiments have demon-
strated photon-assisted tunneling (PAT) in DQD–cavity
hybrid systems, validating their potential as microwave
photodetectors [26, 28, 30]. However, the reported ef-
ficiencies have so far remained limited, largely due to
the poor tunability of the semiconducting host materi-
als used and the low impedance of the superconducting
cavities employed. These limitations have constrained
the coupling strength and matching of photon absorp-
tion rates, necessary for optimal photoconversion. As a
result, the realization of high-efficiency, continuous mi-
crowave photon detection in such systems has remained
an open challenge.

In this work, we demonstrate a semiconductor DQD-
based cavity detector operating in a fully passive and con-
tinuous mode. We report a microwave photon detection
efficiency approaching 70%, marking a significant im-
provement over previously reported semiconductor-based
detectors [26, 30]. This performance is enabled by strong
charge-photon coupling, made possible through the high
impedance of the superconducting cavity, the in-situ tun-
ability of the gate-defined DQD tunneling rates, as well as
the inherently low charge relaxation rate of the DQD. In
addition, the frequency tunability of both the cavity and
the DQD excitation energy allows for frequency-selective
detection across a broad range of 3 − 5.2 GHz. To ac-
curately quantify the detection efficiency in the single-
photon regime, we perform a careful calibration of the
input photon flux via ac Stark shift measurements of the
charge qubit frequency [31]. Together, these results mark
a crucial step toward scalable and high-fidelity microwave
photon detection in hybrid quantum systems.

II. DEVICE ARCHITECTURE

Figure 1(a) shows an optical micrograph of the
semiconductor-superconductor hybrid circuit quantum
electrodynamics (cQED) device built on a GaAs/AlGaAs
heterostructure. A 2-dimensional electron gas (2DEG) is
accumulated at the top GaAs/AlGaAs interface via re-
mote doping. To form a well-defined conductive chan-
nel and to minimize dissipation of microwave signals,
the 2DEG is locally removed by etching, such that only
a small mesa region remains (purple shaded region in
Fig. 1(a)). Ohmic contacts to the 2DEG (white crossed
boxes in Fig. 1(b)) allow to probe the source-drain cur-
rent ISD across the DQD (see setup described in Ap-
pendix C). A scanning electron micrograph of a zoomed-
in region denoted by the dashed box in Fig. 1(a) is
shown in Fig. 1(b). A DQD is laterally defined by
Ti/Au gates patterned on top of the heterostructure
(Fig. 1(b)). The right plunger gate, shaded in blue in
Fig. 1(b), is galvanically connected to a superconducting
high-impedance cavity. The cavity consists of an array
of N=24 Al/Al2O3/Al Josephson junctions (JJs) and is

3 μm 200 nm
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500 nm
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VbL VbR
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VpL VpR

50 μm(a) (b)

(c) (d)

FIG. 1. Hybrid device architecture and frequency tunability
of the microwave cavity. (a) False-colored optical micrograph
of the hybrid device with the double quantum dot (DQD)
gates in yellow, the mesa region with the 2DEG in purple,
the Josephson junction (JJ) array cavity in blue and the cou-
pling capacitor to the feedline in green. (b) Scanning electron
micrograph of the DQD gate structure. The right plunger
gate (in blue) is galvanically connected to the end of the JJ
array cavity. (c) Scanning electron micrograph of the JJ array
cavity with a zoom-in on a single junction. The regions con-
taining the JJs are highlighted in red. (d) Normalized cavity
reflectance |S11| measured at low drive power as a function
of the cavity drive frequency fd and in-plane magnetic field
B∥ parallel to the JJ array, indicated by the white arrow in
(c). The cavity resonance frequency is tuned as the Josephson
inductance L is modulated by the magnetic flux penetrating
the JJs [32].

shown in Fig. 1(c) (blue shaded structure in Fig. 1(a))
[33]. The other end of the cavity is shunted to ground to
form a quarter-wave cavity. The JJ array is fabricated by
two angled evaporation steps with an oxidation step in
between to form a JJ in the overlapping region of the two
Al electrodes (red shaded region in Fig. 1(c)). Further
fabrication details can be found in Appendix A.
A single-port feedline is capacitively coupled to the

cavity (green shaded structure in Fig. 1(a)), allowing to
probe the cavity response with a reflection measurement.
The microwave photons transferred from the feedline to
the cavity are absorbed by the DQD enabling photon-
to-electron conversion [26, 30]. Thereby, it is preferable
to maximize the feedline-cavity coupling rate κc to en-
able efficient photon transfer, as will be detailed later.
Notably, the resonance frequency fc of the JJ array cav-
ity is tunable by applying a magnetic field B∥ parallel
to the JJ array [32] as demonstrated in Fig. 1(d). At
B∥ = 0, the cavity resonates at fc ∼ 5.2 GHz, set by
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the total equivalent inductance (L ∼ 36 nH), and the
total stray capacitance (C ∼ 26 fF) of the cavity, result-
ing in an impedance of Z ∼ 1.2 kΩ [33]. A finite B∥
penetrating the JJs effectively tunes L to induce a mod-
ulation of the resonance frequency [32]. We attribute
the spurious resonances that appear independently of
B∥ in Fig. 1(d) to parasitic modes arising from the de-
vice packaging [34], insufficient chip grounding (leading
to slot modes) [35, 36], and impedance mismatch intro-
duced by the limited bandwidth of the circulators above
4.5GHz. The latter is mitigated by using a different cir-
culator setup for high-frequency measurements (see Ap-
pendix C).

III. PHOTODETECTION

We first present the charge stability diagram of the
DQD in Fig. 2(a), measured by recording the source-
drain current ISD as a function of the average chemical
potential µ̄ = (µL + µR)/2 and the inter-dot detuning
δ = µR − µL, with zero bias applied between the source
and drain contacts (see Fig. 2(f)). Here, µL and µR de-
note the chemical potentials of the left and right quan-
tum dots, respectively. µ̄ and δ are tuned individually
by virtualizing the barrier gate voltages VbL and VbR

(see Fig. 1(b)) [37]. In this configuration, the DQD is
tuned to have fast tunneling rates to the left (ΓL) and
right (ΓR) reservoirs while maintaining a low inter-dot
tunneling rate tc relative to the cavity frequency. (n,m)
in Fig. 2(a) represents the charge occupation numbers of
the left and right dot, respectively. In this configuration,
we are able to simultaneously record ISD and the cavity
response.

Due to the large tunnel coupling to the reservoirs, we
observe clear signatures of cotunneling current between
the right dot and the right reservoir. We attribute the
antisymmetric currents around δ = 0 to gate-voltage-
induced noise, predominantly from the left plunger gate
VpL (Fig. 1(b)), likely resulting from suboptimal atten-
uation in the microwave line [38] (see Appendix D for
discussion). However, these currents vanish at finite de-
tunings δ = ±δr (indicated by the red and blue lines in
Fig. 2(a)), where the detector operates, and therefore do
not affect the photon detection measurements discussed
later in this work. δ = ±δr = ±

√
(hfc)2 − 4t2c , corre-

sponds to the DQD detuning at which the DQD charge
qubit energy Ecq =

√
δ2 + 4t2c is resonant with the cavity

mode.
The normalized cavity reflectance |S11| measured at

resonance is presented in Fig. 2(b), with the cavity res-
onance frequency tuned to fc = 3.646 GHz. Initially,
to avoid exciting the charge qubit, we use a low drive
power such that the average intra-cavity photon number
nc remains well below unity. In Fig. 2(b), dips in |S11| ap-
pear whenever the cavity interacts with dissipative tran-
sitions in the DQD system. These features indicate an
increase in the internal cavity loss rate κi, which en-

(n+1,m+1)

(n,m)

(n,m+1) (n+1,m)

nc < 1

ΓLe

ΓgR

ΓL ΓR

κDQD
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|e⟩

ΓgR

ΓReΓLe

ΓgL

γ–

D S

D S

|g⟩

|e⟩

tc

Ecq

κDQD

(n+1,m+1)

(n,m)

(n,m+1) (n+1,m)

nc < 1

nc ∼ 10

+δr

–δr

FIG. 2. Observation of photon-induced dc-current. (a-b)
DQD charge stability diagram as a function of DQD detun-
ing δ and potential µ̄ recorded by simultaneously monitoring
(a) the DQD source-drain current ISD and (b) the normal-
ized cavity reflectance |S11|, measured with a low drive power
(nc < 1). ±δr corresponds to the DQD detuning at which
the charge qubit energy matches that of the cavity photon.
(n,m) represents the charge occupation numbers of the DQD.
(c) |S11| measured as a function of drive frequency fd and δ,
with the bare cavity resonance frequency fc = 3.646 GHz (d)
Simulation of |S11| with the parameters extracted from a nu-
merical fit of (c) to an input-output model built from a full
Rabi model Hamiltonian (see Appendix B). For (c-d), solid
(dashed) orange curve corresponds to eigenspectrum derived
from a full Rabi (Jaynes-Cummings) Hamiltonian. (e) DQD
stability diagram in the same region as panel (a), but mea-
sured with large cavity drive power (nc ∼ 10). Additional
non-zero current occurs at δ = ±δr, indicating the presence
of photon-assisted tunneling (PAT). (f) Schematic explain-
ing the photoconversion process for δ = +δr (top panel) and
δ = −δr (bottom panel). For clarity, the unwanted quenching
processes γ−, ΓRe and ΓgL are omitted in the top panel.
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hances the depth of the resonance dip of an overcoupled
cavity measured in reflection [39]. Transitions involving
the right QD and its reservoir, (n,m) ↔ (n,m + 1) and
(n + 1,m) ↔ (n + 1,m + 1), are clearly visible. This
is consistent with the cavity being directly coupled, and
therefore more sensitive, to the right plunger gate (see
Fig. 1(b)). The observed broadening of these transitions
is attributed to the large tunnel coupling between the
right QD and its reservoir.

We further elucidate the hybridization between the
DQD and the cavity by monitoring the cavity reflectance
as a function of the charge qubit energy, varying δ along
the black arrow in Fig. 2(b) while keeping the inter-dot
tunnel coupling tc fixed. Figure 2(c) displays the mea-
sured cavity spectroscopy, obtained by recording the nor-
malized reflectance |S11| as a function of both δ and
the cavity drive frequency fd, with the average DQD
chemical potential µ̄ = 0 and average intra-cavity pho-
ton number nc < 1. Taking advantage of the frequency
tunability of our cavity, we repeat the spectroscopy at
different fc and fit all the collected spectra simultane-
ously using an input–output model that includes counter-
rotating terms of the full Rabi Hamiltonian [40] (see
Appendix B for additional measurements and fitting de-
tails). It is important to include these counter-rotating
terms, since g/(2πfq) reaches values on the order of 0.1 at
δ = 0 [33, 40]. From the fit, we extract a charge–photon
coupling strength of g0/2π ∼ 213.7±0.3 MHz (see Table I
for all extracted parameters). Evidently, the eigenspec-
trum calculated with a simple Jaynes-Cummings model
(dashed curves in Figs. 2(c) and (d)) does not closely
capture the Bloch-Siegert shift near δ = 0, which is
present in the experiment [40–42]. Instead, this shift is
better reproduced by the full Rabi model (solid curves in
Figs. 2(c) and (d)), implying that the large charge-photon
coupling strength significantly alters the dynamics of the
hybrid system [40–42].

As discussed in more detail later, cotunneling pro-
cesses play a notable role in this configuration due to the
large tunnel coupling between the QDs and the reser-
voirs [43, 44]. Even when the excited state of the charge
qubit remains below the reservoir Fermi level (µ̄ = 0
and δ ≪ U , where U is the inter-dot charging energy),
electrons can tunnel out via cotunneling [43, 44]. As
a result, the total decoherence rate extracted from the
input–output model, Γtot/2π = (Γ0e + γ− + 2γϕ)/2π =
829.3±3.6 MHz, encompasses not only the intrinsic inter-
dot relaxation and dephasing rates (γ− and γϕ, respec-
tively) but also the relaxation to the reservoirs Γ0e in-
duced by cotunneling.

After having characterized our charge-photon hybrid
system at low drive (nc < 1), in Fig. 2(e) we increase
the drive power to populate the cavity with nc ∼ 10 and
measure the same region of the DQD stability diagram
reported in Fig. 2(a). Two distinct lines with positive
and negative current appear exactly at δ = ±δr (denoted
by the red and blue lines), where the qubit and the cavity
are in resonance (fq = Ecq/h = fc), indicating the pres-

ence of photo-induced currents. As depicted in the top
panel of Fig. 2(f), at δ = −δr, the qubit ground (excited)
state is mostly localized in the right (left) dot. An in-
coming photon, whose energy matches that of the qubit,
can be absorbed with rate κDQD = 4g2/Γtot and excite
the qubit. Due to the spatial structure of the ground
and excited state wavefunctions, this essentially repre-
sents a photo-induced inter-dot tunneling event, a pro-
cess known as photon-assisted tunneling (PAT) [45, 46].
From the excited state, the electron can then tunnel out
to the left reservoir with rate ΓLe = ΓL sin

2(θ/2) and the
ground state can be recovered by an electron tunneling in
from the right reservoir with rate ΓgR = 2ΓR sin2(θ/2),
where θ = arccos(−δr/hfc) is the DQD mixing angle.
The factor 2 in ΓgR takes into account spin degener-
acy [30]. Analogously, for δ = +δr (bottom panel of
Fig. 2(f)), the PAT process enables the transport of
electrons from the left to the right reservoir with the
rates ΓRe = ΓR cos2(θ/2) and ΓgL = 2ΓL cos

2(θ/2) in-
stead. When continuously driving the cavity, this can
be observed as a positive (negative) current measured
across the DQD at +δr (−δr). In the bottom panel of
Fig. 2(f), further processes that disrupt the current across
the DQD (γ−, ΓLe and ΓgR) are depicted, which will be
discussed in more detail in the next section.

While photo-induced currents typically appear only at
±δr near the charge triple points [26, 30], in the DQD
configuration investigated here, such currents are ob-
served as vertical lines throughout the entire region be-
tween the QD–reservoir transitions, as shown in Fig. 2(e).
This stems from the aforementioned large cotunneling
rate, enabled by the highly transparent tunnel barriers
between the QDs and the reservoirs, as well as a rela-
tively small inter-dot charging energy U [44]. In contrast,
for an alternative DQD configuration (see Fig. 8 in Ap-
pendix E) measured within the same device—featuring
less transparent QD-reservoir barriers and a larger U—
cotunneling processes are significantly reduced [44]. As a
result, PAT currents are confined primarily to the vicin-
ity of the charge triple points.

IV. NEAR-UNITY PHOTON DETECTION
EFFICIENCY

To quantify the performance of this device as a pho-
todetector, we measure the photon detection efficiency
η = ISD/eṄ , where Ṅ = Pd/hfc is the photon flux into
the cavity feedline and Pd is the feedline drive power
at the coupling capacitor of the cavity port. Pd is cali-
brated by measuring the ac Stark shift [31] of the charge
qubit frequency (see Appendix F for the full calibration
procedure). In Fig. 3(a), we show the measured ISD
as a function of Pd while varying the DQD detuning δ
across the inter-dot transition in Fig. 2(e) close to the
charge triple point (indicated by the black arrow). The
black dots in Fig. 3(b) shows a horizontal line cut from
Fig. 3(a) obtained at low Pd < 0.01 fW representing the
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FIG. 3. Photon detection efficiency and photon absorption rate. (a) DQD source-drain current ISD measured as a function of
feedline drive power Pd and DQD detuning δ near the charge triple points. The red (blue) dashed line indicates where δ = +δr
(δ = −δr). (b) The black dots denote the horizontal line cut of panel (a) at low Pd < 0.01 fW. The cyan dots represent the
effective photocurrent at finite Pd obtained by taking a line cut of panel (a) at the cyan dashed line and subtracting the current
at low Pd (black dots). The photocurrent features clear extrema at δ = ±δr (red and blue dashed lines) demonstrating the
photon-assisted tunneling process. (c) Vertical line cuts of panel (a) at δ = ±δr for Pd < 3.5 fW. A linear fit at low power

(0 < nc < 1) yields a photon detection efficiency of η = ISD/eṄ = 55.8 ± 4.0% (67.7 ± 4.8%) for +δr (−δr). The average
intra-cavity photon number nc is indicated in the top axis. The inset shows the same line cuts for the full measured range in
Pd. (d) Measured ISD as a function of cavity drive frequency fd and δ at nc ∼ 1. (e) Line cut of panel (d) at δ = ±δr and in
Coulomb blockade (CB). From a Lorentzian fit to the measured ISD, represented by solid lines, we extract the total linewidth
κtot = κ + κDQD. Together with the bare cavity linewidth κ = 28.1 ± 0.3 MHz, we obtain the DQD photon absorption rates
κ+
DQD = 27.2± 1.3 MHz and κ−

DQD = 32.1± 1.5 MHz for +δr and −δr, respectively. (f) Normalized cavity reflection |S11|2 as a
function of fd, with the DQD in CB and at δ = ±δr, measured simultaneously with panel (e). The solid lines represent a fit to
the input-output model in Eq. B3, from which we extract κ+

DQD = 25.4± 3.0 MHz and κ−
DQD = 30.4± 2.9 MHz.

dark current of this specific configuration. The cyan dots
in Fig. 3(b) represent a line cut at finite power after sub-
tracting this dark current, indicated by the cyan dashed
line in Fig. 3(a). The photocurrent features clear ex-
trema at δ = ±δr (red and blue dashed lines in Fig. 3(b))
demonstrating the PAT process. Figure. 3(c) shows ver-
tical line cuts of Fig. 3(a) at δ = ±δr after subtracting the
dark current at ±δr. For low Pd (nc < 1), the PAT cur-
rent ISD increases linearly, as expected from the master
equation model of the system [26, 28]. For nc > 1, non-
linear effects due to multi-photon processes [26, 28, 30]
as well as the self-Kerr nonlinearity of the JJ array cav-
ity (see Appendix G) [47] begin to play a significant role,
hindering the photoconversion process. A linear fit to the
slope in the range of 0 < nc < 1 yields an efficiency of
η+ = 55.0± 4.0% and η− = 67.7± 4.8% at +δr and −δr,

respectively.

We now fix Pd and investigate the spectral response
of the photodetector, by measuring ISD as a function
of δ and the drive frequency fd at nc ∼ 1, as shown
in Fig. 3(d). As expected from theory [26], the pho-
tocurrent is maximized when driving at resonance, i.e.
fd = fq = fc, which only occurs at δ = ±δr. Around
these points, the model predicts a Lorentzian line-shape
with a linewidth of κtot = κ+κDQD, where κ = κc+κi is
the total bare resonator linewidth and κDQD = 4g2/Γtot

can be interpreted as the effective photon absorption rate
of the DQD [26, 27, 30]. Fig. 3(e) shows a Lorentzian
fit to a cut from Fig. 3(d) at +δr (−δr), which yields
κ+
DQD = 27.3 ± 1.5 MHz (κ−

DQD = 32.1 ± 1.3 MHz).

Another cut at large detuning δ > δr (black dots in
Fig. 3(e)), for which the DQD is well in Coulomb block-
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ade (CB), confirms that the photon absorption process is
quenched when the two systems are far detuned. Alterna-
tively, we can investigate the photon absorption by look-
ing directly at the cavity signal instead. In Fig. 3(f), we
report the normalized cavity reflectance |S11|2 at δ = ±δr
and in CB, measured simultaneously with the ISD shown
in Fig. 3(e). Here, the photon absorption by the DQD
can be observed as an additional broadening of the res-
onance dip. Fitting the input-output model in Eq. (B3)
to the measured data and subtracting the bare cavity
linewidth from the κtot yields κ+

DQD = 25.4 ± 3.0 MHz

and κ−
DQD = 30.4± 2.9 MHz, which are close to the val-

ues previously extracted. This further confirms that the
measured current through the DQD is indeed induced by
absorbing photons from the cavity.

In order to understand what limits the photon detec-
tion efficiency from reaching unity in the current device,
we use a master equation model to describe the induced
photocurrent of such a hybrid system [26, 27]. In the low-
drive limit, the induced photocurrent can be described
with a linear dependence on the incoming photon flux
Ṅ = Pd/hfc as follows:

ISD/e = Ṅ
κc

κ

4κDQDκ

(κDQD + κ)2
Γ0e

Γ0e + γ−
D. (1)

This equation can be broken into four terms, each of
which can reach values between 0 and 1. The first
term describes how efficiently photons can enter from
the feedline into the cavity before the photons are lost
to the environment with the internal loss rate κi. Here,
κc/κ ∼ 0.817 at fc = 3.646 GHz. The second term,
which compares the photon loss rate κ of the bare cavity
with the effective absorption rate κDQD of the DQD, is
maximized when these two rates are equal [26, 27]. With
κ = 28.1 MHz and κDQD = 32.1 MHz, this term is very

close to unity,
4κDQDκ

(κDQD+κ)2 ∼ 0.9997, indicating that the

two systems are well matched. The third term compares
the inter-dot relaxation rate γ− with Γ0e = ΓLe + ΓRe,
because an excited electron can only result in a dc cur-
rent if it tunnels out to the reservoir before relaxing back
to the ground state.

From the cavity spectroscopy near µ̄ ∼ 0 presented in
Fig. 2(c), it is not possible to estimate the inter-dot relax-
ation rate γ−, because cotunneling processes contribute
to the extracted decoherence rate Γtot/2π ∼ 829.3 MHz
[22–24]. Therefore, it is not possible to individually de-
termine Γ0e from the presented measurements. Instead,
we provide a lower bound for Γ0e in the regime where
we operate the photodetector. In this regime, near the
charge triple point (µ̄ < 0), Γtot can be estimated us-
ing the relation Γtot/2π = 4g2/2πκ−

DQD = 1315.5 MHz.

Assuming that the intrinsic DQD relaxation (γ−) and
dephasing (γϕ) rates remain unchanged at µ̄ = 0 and
at the charge triple point, the observed increase in Γtot

arises from a change in Γ0e. Thus, the difference in total
rates sets a lower bound on Γ0e, resulting in Γ0e/2π >
486.2 MHz at δ = −δr. Taking into account the spin
degeneracy, Γg0/2π > 972 MHz holds accordingly.

The fourth term is the directivity

D =
ΓReΓgL − ΓLeΓgR

Γ0eΓg0
(2)

which describes how effectively photo-electrons are tun-
neling from one reservoir to the other with respect to the
opposite direction [26, 27, 30]. Here, Γg0 = ΓgL+ΓgR rep-
resents the total tunneling rate from the reservoirs to the
DQD ground state. Assuming equal QD-reservoir tunnel-
ing barriers on the left and right side (ΓL = ΓR), D sim-
plifies to δr/hfc ∼ 0.877 at fc = 3.646 GHz [26, 27, 30].
Further assuming Γ0e

Γ0e+γ−
= 1, we estimate a total pho-

ton detection efficiency of ηcalc ∼ 71.3%, which is very
close to the measured efficiency η− ∼ 67.7%, a value
that would be obtained with Γ0e

Γ0e+γ−
∼ 0.955. This im-

plies that relaxation of the excited state is dominated
by tunneling to the reservoirs (Γ0e/2π > 486.2 MHz),
while inter-dot relaxation plays only a minor role in de-
termining the photon detection efficiency. This finding is
consistent with prior studies of γ− in similar GaAs DQD
devices [22, 33].
The observed asymmetry in detection efficiency for

positive and negative δ is attributed to unequal tun-
nel couplings ΓL and ΓR, resulting in different values of
Γ0e depending on the detuning polarity. Although such
asymmetry generally reduces the directivity D and thus
η, the fact that η ≈ ηcalc suggests that the asymmetry
is relatively minor in our device. Therefore, the domi-
nant factors currently limiting the efficiency from reach-
ing unity are the coupling of the cavity to the feedline
κc and the finite directivity D. The latter could be im-
proved by either reducing the inter-dot tunnel coupling
tc or increasing the cavity frequency fc. In Appendix H,
we demonstrate that detection efficiencies exceeding 90%
are within reach by engineering devices with lower tc and
larger κc, which are feasible in a second generation of de-
vices.

V. FREQUENCY TUNABILITY

Exploiting the tunability of both the microwave cav-
ity (Fig. 1(d)) and the DQD charge qubit, we explic-
itly demonstrate frequency-selective microwave photon
detection. Figure 4(a) shows the measured photocurrent
as a function of the drive frequency fd for different cavity
resonance frequencies fc. Due to the limited bandwidth
of the microwave circulators used in our setup (see Ap-
pendix C), the photocurrent data marked with blue and
red dots are acquired in separate cooldowns with differ-
ent measurement output lines. To determine the photon
detection efficiency at each resonance frequency shown
in Fig. 4(a), we analyze the power dependence of the
PAT current, following the procedure used in Fig. 3(c).
For all measurements, the drive power at the instrument
output is kept constant. However, due to the presence
of spurious modes discussed in Section II, the resulting
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FIG. 4. Frequency tunability of the photodetector. (a) DQD
source-drain current ISD as a function of cavity drive fre-
quency fd measured for different cavity resonance frequencies
fc and at a constant drive VNA output power. The indicated
efficiency is obtained by calibrating the input losses for each
fc. The blue and red data points are measured in different
DQD charge configurations and with different measurement
output lines. (b) The ratio of the cavity-feedline coupling rate
over the total loss rate of the bare cavity, κc/κ, as a function
of fc, obtained from fitting the cavity magnetospectroscopy in
Fig. 1(d) (for fc < 4.2 GHz) and another similar measurement
(for fc > 4.2 GHz). The dashed line represents the condition
above which the cavity is overcoupled (κc > κi).

intra-cavity photon number nc is not uniform across dif-
ferent measurements. This discrepancy explains why the
current peak amplitudes do not scale directly with the
extracted efficiencies.

As highlighted in Eq. (1), the ratio between the ex-
ternal coupling rate κc and the total cavity decay rate κ
sets an upper bound on the photon detection efficiency
η at a given cavity frequency. Figure 4(b) displays the
extracted values of κc/κ from a numerical fit of the bare
cavity magnetospectroscopy, similar to Fig. 1(d). The
coupling ratio fluctuates between 0.1 and 0.85, which we
primarily attribute to spurious modes coupling to the
cavity that act as additional loss channels, thereby alter-
ing both κc and the internal loss rate κi. The resonance
frequencies used for photoconversion efficiency charac-
terization are selected to maximize κc/κ. The extracted
cavity loss rates κc, κi, and κ at various frequencies are
summarized in Appendix G.

VI. DISCUSSION

As we show in Appendix H, the photon detection effi-
ciency η is sensitive to changes in several system parame-
ters (see Eq. (1)), most notably g0, the cavity loss rates κc

and κi, and the inter-dot relaxation rate γ−. A large g0
ensures that the effective coupling strength at finite DQD
detuning (g = g0 · 2tc/

√
δ2 + 4t2c) remains large across a

wide range of detuning values. This enables efficient in-
teraction between the cavity and the DQD, allowing one
to achieve a condition where the effective photon absorp-
tion rate κDQD = 4g2/Γtot can be matched to the total
cavity linewidth κ with a large Γ0e. In our device, this
condition is achieved thanks to the high tunability of Γ0e,
and carefully engineered tunnel barriers, enabled by the
gate-defined architecture . A large Γ0e also makes the de-
tection efficiency robust against inter-dot relaxation, as
the relaxation of the excited state is dominated by tun-
neling to the reservoirs rather than by internal processes.
An additional term influencing the efficiency is the di-

rectivity D ∼ δr/hfc, which compares how efficiently a
photo-excited electron tunnels in one direction with re-
spect to the other. Large detuning δr and low inter-dot
tunnel coupling tc are required to maximize D, however,
reducing tc also lowers the coupling g. Thus, a large in-
trinsic g0 is advantageous for supporting strong interac-
tion even at reduced tc, enabling high directivity without
compromising coupling strength.

The main limitation to the efficiency of the studied
DQD-cavity photon detector stems from the ratio κc/κ,
which quantifies how efficiently photons enter the cav-
ity from the feedline. This ratio is ultimately limited
by losses intrinsic to the cavity. However, as illustrated
in Fig. 12(a), increasing κc/κ through modest geometric
optimization of the feedline coupling would immediately
push η beyond 80%, assuming the other parameters re-
main unchanged. Moreover, further reducing the charge
qubit relaxation rate, e.g., by increasing the mutual ca-
pacitance between the dots [33], can help approach near-
unity detection efficiency, as confirmed in Fig. 12(b).

Overall, our analysis shows that efficiencies exceeding
90% are realistically achievable in this architecture with
straightforward device improvements: enhanced cavity-
feedline coupling, a larger cavity resonance frequency and
a reduced qubit decoherence rate. In addition, our archi-
tecture is inherently frequency-selective, not susceptible
to quasiparticle poisoning [15, 16], and supports broad-
band tunability over a range of 3− 5.2 GHz.

Two key figures of merit of a photodetector are the
dead time and the noise equivalent power (NEP). The
dead time τdead corresponds to the time required for the
excited DQD system to reset to its ground state, which
is given by τdead = 2π(1/Γ0e + 1/Γg0). In our device,
Γ0e/2π (Γg0/2π) is expected to be higher than 486 MHz
(972 MHz), implying that τdead < 3 ns. This short dead
time enables nearly continuous operation of the detec-
tor, eliminating the need for heralding, pulsed gating, or
explicit reset procedures [11–13]. The NEP represents
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the minimum input power required to achieve a signal-
to-noise ratio of one for an integration time of 1 s. In our
setup, where the current through the DQD is continu-
ously monitored, the noise is proportional to the current
fluctuations δISD in the dc measurement chain, where
we observe δISD ∼ 50 fA when measured with a mea-
surement bandwidth of B = 5 Hz. With a current re-
sponsivity R = eη/hfc ∼ 45 kA/W at fc = 3.646 GHz

NEP = δISD/R
√
B ∼ 5×10−19 W/

√
Hz, consistent with

values reported for other platforms [15, 30].

VII. CONCLUSIONS

In this work, we demonstrate high-efficiency microwave
photon detection in the single-photon regime using a hy-
brid semiconductor-superconductor circuit QED device,
achieving detection efficiencies up to η ∼ 70%. This de-
vice substantially outperforms previously reported DQD-
based detectors [26, 30] and sets a new benchmark for the
technology. This improvement is enabled by the combi-
nation of a large charge-photon coupling strength g0 ob-
tained due to the high-impedance cavity, broad tunabil-
ity of both the cavity frequency and the DQD tunneling
rates, as well as the low DQD charge relaxation rate.
These features are critical for simultaneously optimizing
all the processes affecting the photon detection efficiency,
as expressed in Eq. (1).

The high detection efficiency achieved with a semicon-
ductor DQD in this work opens new possibilities in the
realm of quantum technology. Our detector, approaching
unity efficiency, offers a practical path for measuring cor-
relations between microwave photons—significantly re-
ducing the experimental overhead [48] without the need
for parametric amplification chains [11]. Further ar-
chitectural improvements, such as embedding a high-
bandwidth charge sensor [28, 49, 50], will enable single-
shot detection of itinerant microwave photons and facili-
tate integration into larger quantum photonic networks.
Notably, since DQD microwave photon detectors can be
built on the same substrate as QD spin qubit architec-
tures, interfacing these detectors with spin qubits could
unlock new avenues for microwave photonics—domains
that have so far been largely limited to superconducting
qubit systems [9, 51]—and for QD spin qubit operations
[51, 52]. Our work thus establishes a clear and scalable
route to robust, high-performance microwave photon de-
tection, with immediate applications in quantum com-
munication, quantum sensing, and microwave quantum
optics.
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Appendix A: Device Fabrication

The device is fabricated on a GaAs/AlxGa1−xAs het-
erostructure with a 2-dimensional electron gas (2DEG)
at the GaAs/AlxGa1−xAs interface, buried 90 nm be-
low the surface. 195/53 nm AuGe/Pt ohmic contacts
are patterned by electron-beam lithography (EBL), fol-
lowed by electron-beam evaporation and lift-off. The de-
vice is then annealed in forming gas (5% H2, 95% N2)
at 490°C for 1 min to let the metal diffuse into the het-
erostructure and ensure good contact with the 2DEG.
The self-accumulated 2DEG is etched away with a Pi-
ranha solution of H2SO4 30% : H2O2 : DI (1:8:640) leav-
ing a only a small mesa region that forms a well-defined
conductive channel for the DQD. The single-layer gates
are patterned in two steps by EBL, evaporation and lift-
off. This ensures that the thin 2/26 nm Ti/Au gates are
patched on the mesa step (∼ 110 s) by a second 3/110 nm
layer, that is routed out to the bonding pads. A super-
conducting Al layer of 120 nm is deposited using EBL,
evaporation and lift-off, to form the ground plane and
the feedline for the cavity in a single step. Lastly, the JJ
array cavity is fabricated using the conventional Dolan-
bridge double angle evaporation method. Two Al layers
of 35 nm and 130 nm, respectively, are deposited at an
angle of 45° with an oxidation step in between to form
the tunneling barrier. This tunneling oxide is grown by
filling the chamber with O2 at a pressure of 2 Torr for
20 min (static oxidation) without breaking the vacuum.
Finally, after the second Al deposition, the device is once
again exposed to 10 Torr of O2 for 10 min to form a clean
oxide layer at the top interface.
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Appendix B: Input-Output Model

To model the cavity response in our hybrid system, we
employ an input-output model based on a quantum Rabi
model to also consider the counter-rotating term, which is
non-negligible in a strongly coupled system [40, 41, 53].
We first show the Hamiltonian which describes a gen-
eral cavity-qubit hybrid system. Assuming the transverse
coupling between the photon and the qubit, the Hamil-
tonian can be written as Eq. (B1) [54]

Hfull/ℏ = ωca
†a+

ωq

2
σz + g(a† + a)σx, (B1)

where, ωc = 2πfc and ωq = 2πfq are the cavity and qubit
frequencies, respectively, a (a†) is the photon annihilation
(creation) operator and σz and σx are Pauli operators
describing the qubit state. The effective charge-photon
coupling strength g = g0 sin θ is normalized by the mix-
ing angle θ, where sin θ = 2tc/

√
δ2 + 4t2c and g0 is the

charge-photon coupling strength at δ = 0 [22]. Applying
the rotating wave approximation (RWA) in the frame ro-
tating with the drive frequency ωd = 2πfd yields the
typical Jaynes-Cummings (JC) Hamiltonian depicted in
Eq. (B2), with the qubit lowering (raising) operator σ−
(σ+). Note that the RWA eliminates the counter-rotating
terms proportional to aσ− and a†σ+.

HJC/ℏ = ∆ca
†a+

∆q

2
σz + g(a†σ− + aσ+), (B2)

where ∆c = ωd−ωc and ∆q = ωd−ωq. We solve Eq. (B1)
and Eq. (B2) to obtain the eigenspectrum shown in full
and dashed lines respectively in Figs. 2(c) and (d), using
the parameters reported in Table I.

In general, the input-output relation that describes a
reflection-type cavity coupled to a qubit is written as

S11 =
∆c + i(κc − κi)/2 + gχ

∆c + iκ/2 + gχ
, (B3)

where χ is the susceptibility of the qubit to the cavity
photon, κc is the cavity-feedline coupling rate, κi is the
internal cavity loss and κ = κc + κi is the total cav-
ity loss rate. The two Hamiltonians of Eq. (B2) and
Eq. (B1) yield the distinct susceptibilities Eq. (B4) [24]
and Eq. (B5) [55], respectively:

χJC =
g

−∆q − iΓtot
(B4)

χfull =
g

−∆q − iΓtot
+

g

−(ωd + ωq)− iΓtot
, (B5)

where Γtot represents the decoherence rate of the qubit
[24]. For a hybrid system with strong coupling between
the subsystems, i.e. with g/ωc approaching 0.1 or higher,
the counter-rotating terms become non-negligible, and
the JC model fails to describe the system [40, 41, 53].

This can be observed in our system, where g/ωq ∼
0.1 − 0.12 at δ = 0. In Fig. 5(a), we show a single

tone spectroscopy measurement of the DQD configura-
tion shown in Fig. 2 for three different cavity resonance
frequencies fc = 3.032, 3.646 and 3.872 GHz. We numer-
ically fit the input-output model Eq. (B3) to the spectra
with χ = χfull to yield the simulated spectra in Fig. 5(b).
We also show the cavity spectra simulated by using the
input-output model with χ = χJC in Fig. 5(c), which de-
viates from the experimental data in Fig. 5(a), not prop-
erly capturing the Bloch-Siegert shift around δ = 0 [40].
The estimated device parameters of the photodetector
shown in Fig. 2 and Fig. 3 are reported in Table I. g0, tc
and Γtot have been estimated using the full input-ouput
model with χfull.
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FIG. 5. (a) Measured normalized cavity reflectance |S11| as a
function of the cavity drive frequency fd and DQD detuning
δ for different cavity resonance frequencies fc = 3.878, 3.646,
and 3.032 GHz. Simulated |S11| for each fc using an input-
output model built with (b) full-Rabi Hamiltonian taking into
account the counter-rotating terms and (c) Jaynes-Cummings
Hamiltonian neglecting the counter-rotating terms.

Appendix C: Measurement Setup

The measurements reported in this work are per-
formed in a bottom loading dilution refrigerator (Blue-
fors LD250) at base temperatures around 10 mK (see
Fig. 6). The device is mounted on a printed circuit
board (PCB, QDevil QBoard II), which consists of a
daughterboard hosting the device and a motherboard,
to which the daughterboard is connected via spring con-
tacts. The motherboard features an RC low pass filtering
stage (130 kHz cut-off) as well as bias-Ts for combining rf
and dc signals. The PCB is mounted inside a fast sample
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fc 3032 MHz 3646 MHz 3872 MHz

κ/2π 28.6 ± 0.3 28.1 ± 0.3 25.1 ± 0.3

κc/2π 22.8 ± 0.2 23.0 ± 0.2 18.3 ± 0.1

κ+
DQD/2π 28.1 ± 2.5 27.3 ± 1.5 24.1 ± 1.2

κ−
DQD/2π 29.3 ± 1.7 32.1 ± 1.3 26.7 ± 1.2

g0/2π 183.7 ± 0.5 213.7 ± 0.3 210.6 ± 0.5

tc/h 878.0 ± 4.4 878.0 ± 4.4 878.0 ± 4.4

Γtot/2π 722.2 ± 5.4 829.3 ± 3.6 893.0 ± 6.3

η+ (%) 22.1 ± 1.9 55.8 ± 4.0 37.0 ± 2.5

η− (%) 26.9 ± 2.4 67.7 ± 4.8 44.3 ± 3.0

TABLE I. Device parameters from fits at three different cavity
resonance frequencies fc. κ and κc are extracted from bare
cavity spectroscopy measurements, while g0, tc and Γtot are
obtained from the fits reported in Fig. 5(b) using an input-
output model that retains the counter-rotating terms. κDQD

and η are extracted from the fits reported in Figs. 3(e) and
(b), respectively, for δ = ±δr. All values except for η are
reported in MHz.

exchange (FSE) probe (T ∼ 50 mK), which is inserted
into the cryostat without warming up the full system.

Gate and bias voltages for the QDs are generated by
a 24-channel digital-to-analog converter (DAC, QDevil
QDAC-II) and are passed to the PCB via twisted pair
cables made of phosphor bronze and an additioanal LC
low-pass filter stage at the mixing chamber plate at T ∼
10 mK. For the dc connections of the DQD gate lines, two
different kinds of LC filters are used, a QDevil filter box
(225 MHz cut-off) and a MFT25-150Ω box (1 MHz cut-
off) by Basel Precision Instruments. The drain current
through the device is measured by a digital multimeter
(DMM, Keysight 34465A) after being amplified by an IV
converter (Basel Precision Instruments SP 983C). The
in-plane magnetic field is applied by a 6-1-1 T vector
magnet by American Magnetics.

Spectroscopy measurements are performed with a vec-
tor network analyzer (VNA, Rohde & Schwarz ZNB20).
The VNA output is attenuated at room temperature, fol-
lowed by a dc block (Inmet 8039, inner-outer, 10 MHz
cut-off), followed by another attenuation chain in the
cryostat (-60 dB). The dc block is essential to avoid
ground loops that would introduce low-frequency noise
in the DQD gate lines or ohmic contacts. To measure the
signal reflected by the cavity in a wide frequency range,
we use two different sets of circulators, a triple junction
low-frequency circulator (Quinstar QCY-G0250403AM,
2.5−4 GHz) and two double junction high-frequency cir-
culators (Low Noise Factory CICIC4 12A, 4−12 GHz). A
microwave switch (Radiall R570F32000) allows to choose
which set of circulators to connect to the broadband
HEMT amplifier at 4 K (Low Noise Factory LNC0.3 14B,
0.3 − 14 GHz, +40 dB). After amplification at 4 K, the
reflected signal passes through another dc block (Inmet
8039) and a low noise amplifier at room temperature
(Agile AMT A0253, 0.1 − 20 GHz, +34 dB). For two-
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FIG. 6. Schematic of the cryogenic measurement setup. The
orange lines denote the coaxial cables hosting rf signals, while
the red lines denote the twisted pair dc cables.

tone spectroscopy measurements, the second tone is ap-
plied by another VNA (Rohde & Schwarz ZNB20) in a
fixed frequency mode. The DQD drive line, with a total
cryogenic attenuation of 23 dB, is connected to the left
plunger gate (VpL in Fig. 1(b)) of the DQD via bias-T
on the PCB. Contrary to the cavity drive line, for the
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qubit drive line the attenuators at room temperature are
placed in between dc block and the cryostat to attenuate
standing waves between the dc block and the bias-T.

Appendix D: Noise-Induced Currents in Magnetic
Field
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FIG. 7. (a) DQD source-drain current ISD as a function of
the in-plane magnetic field B∥ parallel to the JJ array (see
Fig. 1(c)) and the DQD detuning δ in the same region as in
Fig. 3, without any cavity drive. The grey dots denote the
magnetic field for which qubit and cavity are in resonance.
Black square, triangle and circle illustrate the three different
B∥ at which we extensively investigated the photon detection,
also reported in Fig. 5. (b) Zoom-in of the region enclosed by
the horizontal dashed lines in (a).

As evident from the charge stability diagram shown in
Fig. 2(a), a finite dark current is present near δ ∼ 0, even
with negligibly small excitation in the cavity (nc ≪ 1).
The dark current shows an antisymmetric behavior as a
function of δ, which indicates the presence of detuning-
dependent transport processes enabled by by phonons
[56] or electrical noise [38] in the setup. While pin-
pointing the exact origin of these dark currents is out
of the scope of this work, we show that they are en-
hanced by the superconducting cavity by measuring ISD
around δ = 0 as a function of the in-plane magnetic field
B∥. Figure 7(a) shows the same current around δ = 0
as Fig. 2(a), but as we increase the magnetic field the
nature of the current changes. A zoom-in at higher mag-
netic fields (see Fig. 7(b)) reveals that this current is re-
duced and even inverted in polarity when reaching about
54 mT, which is the typical in-plane critical field for sim-
ilar JJ array devices. One possible explanation is that
the noise originates from the drive line connected to the
left plunger gate (see Appendix. C), which is poorly ther-
malized. The noise can couple to the cavity, which has
a stronger impact on the DQD device due to its high
impedance. When the JJ array turns resistive, the noise
in the cavity is mostly dissipated and only the noise in
the drive line, i.e. the left plunger gate, remains.

Another evidence for the noise in the cavity affecting
the device is visible in Fig. 7(a). On top of the current

around δ = 0, non-zero current also appears at δ = ±δr,
where the qubit frequency matches the cavity resonance
frequency (indicated by grey dots in Figs. 7(a) and (b)),
in spite of the absence of a cavity drive tone. This means
that at these frequencies, the cavity is in fact populated
(nc > 0), potentially due thermal photons, resulting in a
clearly visible PAT current, due to the high photon detec-
tion efficiency. Interestingly, the visibility of these PAT
currents varies strongly depending on fc, suggesting that
the extra cavity photon population is mediated by the
aforementioned spurious modes present in the environ-
ment (see Fig. 1(d)). We stress, that the characterization
of the photodetector in the high-efficiency configuration
reported in Fig. 3 and Table I is performed at frequencies
for which this noise-induced current is suppressed (indi-
cated by black square, triangle and circle in Fig. 7(a)).
This explains the comparably low dark current observed
in the reported measurements.

Appendix E: Alternative DQD Configuration
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FIG. 8. Alternative DQD configuration to the one shown in
Fig. 2 with reduced cotunneling current. DQD charge stabil-
ity diagrams measured as a function of the DQD detuning δ
and potential µ̄ while monitoring the DQD source-drain cur-
rent ISD with (a) low (nc < 1) and (b) high (nc ∼ 10) cavity
drive power. ±δr denote the DQD detuning values at which
the charge qubit energy matches that of the cavity photon. In
panel (b), clear features related to photon-assisted tunneling
appear at ±δr. (c-d) Normalized cavity reflectance |S11| mea-
sured as a function of the drive frequency fd while sweeping
δ along the arrow denoted by (c) square (µ̄/h ∼ 0 GHz) and
(d) triangle (µ̄/h ∼ 10 GHz) in panel (a).

A different DQD configuration with respect to the one
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presented in Fig. 2 has been studied and is presented
in Fig. 8. This configuration does not feature any an-
tisymmetric current around δ = 0 at low cavity drive
power, in contrast to the previous DQD configuration
(see Fig. 8(a)). At higher drive power (nc ∼ 10), the
stability diagram exhibits a strong PAT current symmet-
rically around the charge triple points (see Fig. 8(b)). In
contrast to the configuration in Fig. 2, this PAT current is
significantly reduced when going toward the center of the
inter-dot transition (µ̄ = 0), which means that cotunnel-
ing effects are less prominent in this configuration. This
observation is also reflected in the spectroscopy measure-
ments taken along the black arrows in Fig. 8(a). Close
to the charge triple point (Fig. 8(d), triangle cut from
Fig. 8(a)), the charge qubit decoherence rate is signifi-
cantly larger than the one at µ̄ = 0 (Fig. 8(c), square
cut from Fig. 8(a)), due to the large relaxation rate to
the reservoirs. The different behavior compared to Fig. 2
likely stems from a combination of smaller tunneling rate
to the reservoirs and larger inter-dot charging energy U ,
which reduces cotunneling effects [44].

Appendix F: ac Stark Shift Measurements

In the dispersive regime, i.e. when the detuning be-
tween qubit and cavity ∆qc = ωq − ωc is large enough,
such that ∆qc ≫ g, the Jaynes-Cummings Hamiltonian
in Eq. (B2) can be reduced to

H = ℏωca
†a+

1

2
ℏ(ωq + χ+ 2χa†a)σz, (F1)

where χ = g2/∆qc is the dispersive shift [31]. We can
thus write the dressed qubit frequency as ω̃q = ωq + χ+
2ncχ, with the average cavity photon number nc = ⟨a†a⟩.
The coupling to the cavity therefore leads to a power-
dependent ac Stark shift of

∆ν = (ω̃q − ω̃q,0)/2π = 2ncg
2/(2π∆qc), (F2)

where ω̃q,0 is the measured qubit frequency at low cavity
drive power (nc ≪ 1). The average photon number can
be related to the input power Pd using

nc =
4κc

κ2
Ṅ =

4κc

κ2

Pd

hfc
=

4κc

κ2

βPVNA

hfc
, (F3)

where PVNA is the VNA output power and β = Pd/PVNA

is the total attenuation factor taking into account all the
losses between the VNA and the cavity feedline. There-
fore, measuring the ac Stark shift in a stable DQD config-
uration is a useful tool for estimating the effective power
reaching the device at a specific cavity frequency [31].

In a separate cooldown from the one in Fig. 2 and
Fig. 3, we tune the device to a more coherent DQD charge
configuration (shown in Fig. 9(a)) obtained by defining
large mutual capacitance between the two QDs to re-
duce its sensitivity to charge noise [33] and drastically
reducing the tunneling rate to the QD reservoirs. In
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FIG. 9. ac Stark shift measurements for input loss character-
ization. (a) DQD charge stability diagram of a new configu-
ration in the same device, measured as a function of the right
and left barrier gate voltage VbR and VbL (see Fig. 1(b)) by
monitoring the normalized cavity reflectance |S11|. (b) |S11|
as a function of the drive frequency fd and DQD detuning δ
tuned along the black arrow in panel (a). (c) DQD charge
qubit excitation frequency measured by monitoring the phase
of the cavity reflectance arg(S11) as a function of δ and the
qubit pump frequency fp. The cavity drive tone is kept at
fd = fc ∼ 3.644 GHz. The dashed orange curve represents a
numerical fit to the charge qubit frequency fq =

√
δ2 + 4t2c/h,

from which we extract 2tc/h ∼ 2.2 GHz. (d) ac Stark shift
∆ν of the qubit measured by recording fq at δ = 0 as a
function of the VNA output power applied to the cavity at
fd = fc ∼ 2.978 GHz (blue dots), 3.644 GHz (orange dots)
and 3.870 GHz (green dots). The solid lines represent linear
fits to Eq. (F2) from which we extract the input loss factors
β for the frequencies in the legend.

Fig. 9(b), we present a single tone spectroscopy mea-
surement, implemented as in Fig. 2(c), as a function
of δ measured along the black arrow in Fig. 9(a). A
clear vacuum-Rabi splitting at finite δ indicates that the
qubit frequency lies well below fc near δ = 0. To accu-
rately estimate the qubit frequency, we perform two-tone
spectroscopy [31, 57] (shown in Fig. 9(c)) by applying a
qubit pump tone at frequency fp to the left plunger gate
(see Appendix C), while measuring the cavity at its res-
onance frequency fd = fc. We fit a Lorentzian curve
to the spectrum at each detuning value to extract fq
and fit it to the expression fq =

√
δ2 + 4t2c/h yielding

tc/h = 1073± 6.7 MHz. With this value of tc, we fit the
input-output model described in Appendix B to the sin-
gle tone spectroscopy data shown in Fig. 9(b) extracting



13

a coupling strength of g0/2π = 108.9± 2.7 MHz.
We then measure the ac Stark shift of the charge qubit

at δ = 0 as a function of PVNA for three cavity reso-
nance frequencies close to the ones used in Fig. 5. The
dots in Fig. 9(d) represent the measured qubit frequency
shifts ∆ν and the solid lines are linear fits according to
Eq. (F2), from which we get the total attenuation factor
β. The extracted parameters for all three cavity frequen-
cies are reported in Table II. For the measurements at
fc = 2.978 GHz, a different DQD configuration was used
compared to fc = 3.644 GHz and fc = 3.870 GHz. The
same procedure is performed with the high-frequency
setup in order to characterize the input loss for the pho-
ton detection measurements at high frequencies (red dots
in Fig. 4(a)).

fc 2978 MHz 3644 MHz 3870 MHz

κ/2π 23.9 ± 0.2 26.4 ± 0.3 21.4 ± 0.2

κc/2π 18.2 ± 0.1 22.2 ± 0.2 15.3 ± 0.1

g0/2π 85.8 ± 1.8 108.9 ± 2.7 112.3 ± 3.0

tc/h 891.1 ± 9.4 1073.1 ± 6.7 1073.1 ± 6.7

β · 109 1.52 ± 0.13 0.62 ± 0.04 0.66 ± 0.05

TABLE II. Device parameters used for characterizing the in-
put loss at the frequencies close to where the photon detec-
tion performance has been studied in the main text. κ and κc

are obtained from bare cavity spectroscopy measurements, g0
(tc) is extracted from the single tone (two-tone) spectroscopy
measurement reported in Fig. 9(b) (Fig. 9(c)). The total loss
factor β is extracted from the linear fit shown in Fig. 9(d)
using to Eq. (F2) and Eq. (F3). All values except for the
unitless β are reported in MHz.

Appendix G: Cavity Characterization
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FIG. 10. Cavity coupling rates as a function of cavity reso-
nance frequency fc obtained from fitting the cavity magne-
tospectroscopy in Fig. 1(d) (for fc < 4.2 GHz) and another
similar measurement (for fc > 4.2 GHz) using the low- and
high-frequency setup, respectively (see Fig. 6 in Appendix C).

The bare cavity is characterized as a function of the
cavity resonance frequency fc with the DQD in Coulomb
blockade, ensuring no interaction with the cavity. The
cavity-feedline coupling rate κc, internal loss rate κi, and
total cavity loss rate κ presented in Fig. 10 are estimated

by fitting the input-output model from Eq.(B3) to mag-
netospectroscopy measurements with a low cavity drive
power Pd (nc < 1). For fc < 4.2 GHz, the data reported
in Fig. 1(d), measured with the low-frequency circula-
tor setup (described in Fig. 6 in Appendix C), is used,
whereas the values for fc > 4.2 GHz are extracted from
another measurement using the high-frequency circulator
setup.
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FIG. 11. Normalized cavity reflectance |S11| as a function of
the cavity drive frequency fd and the feedline drive power Pd

with the cavity resonance frequency fc ∼ 3.646 GHz. The
power for which the average cavity photon number nc ∼ 1
is indicated by a black dashed line. For higher drive power
(nc > 1) the resonance dip shifts to lower frequencies due to
the self-Kerr non-linearity of the JJ array cavity [58].

The power dependence of the cavity response is studied
by measuring the normalized cavity reflectance |S11| as a
function of fd and Pd, and is reported in Fig. 11. The self-
Kerr nonlinearity, arising from the intrinsic nonlinearity
of the Josephson junctions, leads to a power-dependent
shift of fc [58]. Furthermore, the average cavity pho-
ton number nc exhibits a nonlinear dependence on Pd at
higher powers [47]. These nonlinear effects do not im-
pact the photodectector characterization carried out for
nc < 1 (below the dashed line in Fig. 11).

Appendix H: Impact of System Parameters on
Efficiency

Figure 12 demonstrates the microwave photon detec-
tion efficiency η as a function of various parameters in
the hybrid system. In the following analysis, we assume
that Γ0e/2π is fully tunable within the range 0−4 GHz to
match κDQD = 4g2/Γtot = κ with Γtot = Γ0e + γ− + 2γϕ
at each point, to ensure

4κDQDκ
(κDQD+κ)2 = 1 (Eq. (1)). In

Figs. 12(a) and (c) η is shown as a function of the
cavity coupling strength κc and charge-photon coupling
strength g0. We also show η as a function of the inter-
dot relaxation rate γ− and internal cavity loss rate κi
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FIG. 12. Dependence of the microwave photon detection
efficiency η on various system parameters. η is calculated as
a function of (a, c) κc and g0, and (b, d) γ− and κi. For panels
(a) and (b), we use an inter-dot tunnel coupling strength of
tc/h ∼ 878 MHz, as extracted from the configuration shown
in Fig. 2, whereas, for panels (c) and (d), we assume tc/h =
400 MHz. The relaxation rate of the qubit excited state to the
reservoirs Γ0e/2π is assumed to be tunable from 0–4 GHz to
enforce κDQD = κ in all simulations. The remaining system
parameters, including κi and g0, are assumed to be identical
to the ones of the system configuration in Fig. 2 and Fig. 3.

in Figs. 12(b) and (d). For the analysis presented in
Figs. 12(a) and (b), we use parameter values identical to
those extracted from the experiments at the cavity res-
onance frequency fc = 3.645 GHz (κ/2π = 28.1 MHz,
κc/2π = 23.0 MHz, g0/2π = 213.7 MHz, tc/h =
878.0 MHz), and assume symmetric QD-reservoir tun-
neling rates (ΓL = ΓR). For the inter-dot relaxation
rate γ− and dephasing rate γϕ, which cannot be indi-
vidually assessed from the experiments, we empirically
assume γ−/2π = γϕ/2π = 10 MHz. These parameters
yield the calculated η ∼ 71% which is close to the mea-
sured η ∼ 67.7% at fc = 3.645 GHz.
As clearly demonstrated from Fig. 12(a), a large g0 al-

lows high η in a wide parameter window. Also, simply in-
creasing κc by changing the device geometry, while keep-
ing the other parameters constant, will allow η to reach
∼ 80 %. Alternatively as demonstrated in Fig. 12(b),
decreasing the loss rate of each subsystem may also lead
to η > 80 %. Figures 12(c) and (d) present calculations
similar to the ones shown in Figs. 12(a) and (b), but
with smaller tc/h = 400 MHz while keeping the other
parameters identical. This results in a larger directivity
D to yield higher η, where Fig. 12(d) explicitly demon-
strates that further optimization of the system loss rates
in addition to the smaller tc can result in η > 90%.
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J. Estève, and J. Basset, Efficient Microwave Photon-
to-Electron Conversion in a High-Impedance Quantum
Circuit, Physical Review Letters 133, 076302 (2024).

[16] A. L. Pankratov, A. V. Gordeeva, A. V. Chiginev, L. S.
Revin, A. V. Blagodatkin, N. Crescini, and L. S. Kuzmin,
Detection of single-mode thermal microwave photons us-
ing an underdamped Josephson junction, Nature Com-

munications 16, 3457 (2025).
[17] Y. Q. Chai, S. N. Wang, P. H. OuYang, and L. F. Wei,

Measuring weak microwave signals via current-biased
Josephson junctions: Approaching the quantum limit of
energy detection, Physical Review B 111, 024501 (2025).

[18] K. Petrovnin, J. Wang, M. Perelshtein, P. Hakonen, and
G. S. Paraoanu, Microwave Photon Detection at Para-
metric Criticality, PRX Quantum 5, 020342 (2024).

[19] G.-H. Lee, D. K. Efetov, W. Jung, L. Ranzani, E. D.
Walsh, T. A. Ohki, T. Taniguchi, K. Watanabe, P. Kim,
D. Englund, and K. C. Fong, Graphene-based Josephson
junction microwave bolometer, Nature 586, 42 (2020).

[20] R. Kokkoniemi, J.-P. Girard, D. Hazra, A. Laitinen,
J. Govenius, R. E. Lake, I. Sallinen, V. Vesterinen,
M. Partanen, J. Y. Tan, K. W. Chan, K. Y. Tan,
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M. Le Dantec, A. Ferrier, P. Goldner, S. Bertaina,
T. Chanelière, D. Esteve, D. Vion, P. Bertet, and
E. Flurin, Single-electron spin resonance detection by mi-
crowave photon counting, Nature 619, 276 (2023).

[53] A. Frisk Kockum, A. Miranowicz, S. De Liberato,
S. Savasta, and F. Nori, Ultrastrong coupling between
light and matter, Nature Reviews Physics 1, 19 (2019).

[54] A. Blais, A. L. Grimsmo, S. Girvin, and A. Wallraff,
Circuit quantum electrodynamics, Reviews of Modern
Physics 93, 025005 (2021).

[55] S. Kohler, Dispersive readout: Universal theory beyond
the rotating-wave approximation, Physical Review A 98,
023849 (2018).

[56] S. Dorsch, A. Svilans, M. Josefsson, B. Goldozian,
M. Kumar, C. Thelander, A. Wacker, and A. Burke, Heat
Driven Transport in Serial Double Quantum Dot Devices,
Nano Letters 21, 988 (2021).

[57] P. Scarlino, D. van Woerkom, A. Stockklauser, J. Koski,
M. Collodo, S. Gasparinetti, C. Reichl, W. Wegscheider,
T. Ihn, K. Ensslin, and A. Wallraff, All-Microwave Con-
trol and Dispersive Readout of Gate-Defined Quantum
Dot Qubits in Circuit Quantum Electrodynamics, Phys-
ical Review Letters 122, 206802 (2019).

[58] Y. Krupko, V. D. Nguyen, T. Weißl, E. Dumur, J. Puer-
tas, R. Dassonneville, C. Naud, F. W. J. Hekking, D. M.
Basko, O. Buisson, N. Roch, and W. Hasch-Guichard,
Kerr nonlinearity in a superconducting Josephson meta-

https://doi.org/10.48550/arXiv.2406.03047
https://doi.org/10.48550/arXiv.2406.03047
https://doi.org/10.48550/arXiv.2406.03047
https://doi.org/10.1103/PhysRevLett.94.123602
https://doi.org/10.1103/PhysRevLett.94.123602
https://doi.org/10.1063/5.0171047
https://doi.org/10.1063/5.0171047
https://doi.org/10.1103/PhysRevX.12.031004
https://doi.org/10.1103/PRXQuantum.2.020306
https://doi.org/10.1103/PRXQuantum.2.020306
https://doi.org/10.1063/1.4863745
https://doi.org/10.1109/TMTT.2004.840571
https://doi.org/10.1109/TMTT.2004.840571
https://doi.org/10.1063/1.3673003
https://doi.org/10.1063/1.3673003
https://doi.org/10.1103/PhysRevB.96.195435
https://doi.org/10.1103/PhysRevB.96.195435
https://research.chalmers.se/en/publication/525161
https://doi.org/10.1103/PhysRevLett.105.237001
https://doi.org/10.1103/PhysRevLett.105.237001
https://doi.org/10.1038/nphys1730
https://doi.org/10.1002/andp.200751910-1109
https://doi.org/10.1002/andp.200751910-1109
https://doi.org/10.1103/PhysRevLett.86.878
https://doi.org/10.1103/PhysRevLett.110.046604
https://doi.org/10.1103/PhysRevLett.110.046604
https://doi.org/10.1088/0268-1242/11/11S/010
https://doi.org/10.1088/0268-1242/11/11S/010
https://doi.org/10.1006/spmi.1996.0191
https://doi.org/10.1006/spmi.1996.0191
https://doi.org/10.1140/epjqt2
https://doi.org/10.1140/epjqt2
https://doi.org/10.1103/PhysRevLett.108.263601
https://doi.org/10.48550/arXiv.2505.17709
https://doi.org/10.48550/arXiv.2505.17709
https://doi.org/10.1038/s41467-025-58279-3
https://doi.org/10.1126/science.aat4625
https://doi.org/10.1038/s41586-023-06097-2
https://doi.org/10.1038/s42254-018-0006-2
https://doi.org/10.1103/RevModPhys.93.025005
https://doi.org/10.1103/RevModPhys.93.025005
https://doi.org/10.1103/PhysRevA.98.023849
https://doi.org/10.1103/PhysRevA.98.023849
https://doi.org/10.1021/acs.nanolett.0c04017
https://doi.org/10.1103/PhysRevLett.122.206802
https://doi.org/10.1103/PhysRevLett.122.206802


17

material, Physical Review B 98, 094516 (2018).

https://doi.org/10.1103/PhysRevB.98.094516

	High-Efficiency Tunable Microwave Photon Detector Based on a Semiconductor Double Quantum Dot Coupled to a Superconducting High-Impedance Cavity 
	Abstract
	Introduction
	Device Architecture
	Photodetection
	Near-Unity Photon Detection Efficiency
	Frequency Tunability
	Discussion
	Conclusions
	Author's Contributions
	Acknowledgments
	Device Fabrication
	Input-Output Model
	Measurement Setup
	Noise-Induced Currents in Magnetic Field
	Alternative DQD Configuration
	ac Stark Shift Measurements
	Cavity Characterization
	Impact of System Parameters on Efficiency
	References


