Excitation Spectra of Circular, Few-Electron Quantum Dots


Studies of the ground and excited states in semiconductor quantum dots containing 1 to 12 electrons showed that the quantum numbers of the states in the excitation spectra can be identified and compared with exact calculations. A magnetic field induces transitions between the ground and excited states. These transitions were analyzed in terms of crossings between single-particle states, singlet-triplet transitions, spin polarization, and Hund’s rule. These impurity-free quantum dots allow “atomic physics” experiments to be performed in magnetic field regimes not accessible for atoms.

Small solid-state devices known as quantum dots are often referred to as artificial atoms because their electronic properties resemble, for example, the ionization energy and discrete excitation spectrum of atoms (1). Quantum dots are usually fabricated between source and drain contacts so that the atomic-like properties can be probed in current-voltage (I-V) measurements. Additionally, with a gate electrode nearby, the exact number of electrons N can be varied on the quantum dot by changing the gate voltage V_g. When an electron is added, the total charge on the dot changes by the elementary charge e. The associated energy change, known as the addition energy, is a combination of the single-electron charging energy and the change in single-particle energy. Charging effects and discrete single-particle states have been studied in a variety of quantum dot systems, defined not only in semiconductors but also in metal grains and molecules (2).

Quantum dot devices usually contain some disorder caused, for example, by impurities (2). Clean quantum dots, in the form of regular disks, have only recently been fabricated in a semiconductor heterostructure (3, 4). The circular symmetry of the two-dimensional (2D) disks gives rise to a 2D shell structure in the addition energies, analogous to the 3D shell structure in atomic ionization energies (5). Measurements of the ground states have shown that the 2D shells in dots are filled according to Hund’s rule (4): Up to half-shell filling, all electrons have parallel spins; more electrons can only be added with antiparallel spins. Here we report the excitation spectra for dots with different numbers of electrons and identify the quantum numbers of the excited states. We also show the relation between spectra of successive N and how the spectra evolve with an applied magnetic field B. The relatively large dimension of quantum dots (~100 nm) allows for the use of accessible B fields that would correspond in real atoms to inaccessible fields of the order 10^6 T.

The device consists of, from bottom to top, an n-doped GaAs substrate; undoped layers of Al_0.25Ga_0.75As (6.5 nm thick), In_0.53Ga_0.47As (12 nm thick), and Al_0.22Ga_0.78As (9.0 nm thick); and a top layer of n-doped GaAs (~50 nm thick) (Fig. 1A). A submicrometer pillar is fabricated by electron-beam lithography and etching techniques (3). Source and drain wires are connected to the top and substrate contacts, and a third wire is attached to the metal side gate that is placed around the pillar. The energy landscape is shown in Fig. 1B. The AlGaAs layers are insulating, but thin enough to allow for tunneling from the source to the drain through the central, disk-shaped InGaAs layer. If V_g is made more negative, the effective diameter of this disk can be reduced from a few hundred nanometers down to zero, decreasing N one by one from ~70 to zero. At a particular V_g, the excitation spectrum can be probed by increasing the source-drain voltage, V_d, which opens up a transport window between the Fermi energies of the source and drain. Only ground states and excited states lying within this energy window contribute to I (see Fig. 1B). When V_g is increased, the levels in Fig. 1B shift down in energy when an electron-energetic state moves through the Fermi energy of the drain, I increases. Unlike atoms, excitations do not occur inside the dot by, for instance, absorption of radiation. For dots, excitations are created when an electron tunnels out from the ground state and the next electron tunnels into an excited state. The devices are measured in a dilution refrigerator with the temperature set at 100 mK.

The differential conductance dI/dV_g as a function of V_d and V_g is shown in Fig. 2 for N increasing from 0 to 12. Along the V_d = 0 axis, N changes to N + 1 when adjacent diamond-shaped regions of zero current touch. The size of the diamonds is a measure of the minimum energy to add or subtract an electron. The diamonds for N = 2, 6, and 12 are unusually large, which correspond to filled shells (4). At the two upper edges of the N electron diamond, an extra electron can tunnel through the dot via the N + 1 electron ground state. Excited states of the N
+ 1 electron system that enter the transport window are seen as “lines” running parallel to the upper edges of the diamond. At the two lower edges of a diamond, an electron can tunnel out of the dot (N to N – 1 transitions). However, some of the lines outside the diamonds in Fig. 2 could be due to fluctuations in the density of states in the narrow leads (6, 7). Below we show that lead and disk states can be distinguished by measuring $I(V_{sd},B)$ for different values for $V_{sd}$ and for B being parallel to I.

The B-field dependence of the ground states is shown in Fig. 3. We have taken $V_{sd} = 0.1$ mV so that only ground states can lie within the transport window. The observed peaks in the current at $B = 0$ directly correspond to where the N = 0 to N = 5 diamonds touch each other in Fig. 2. The B-field dependence of the peak positions in gate voltage reflects the evolution of the ground-state energies. Besides an overall smooth B-field dependence, we observed several kinks, which we have labeled. For the regions between kinks, we can identify the quantum numbers, including the spin configurations.

Increasing $V_{sd}$ to 3 mV yielded the data summarized in Fig. 4 (8). The transport window is such that I is non-zero over wider $V_g$ ranges. Instead of the “sharp” current peaks as in Fig. 3, we now observe “stripes.” Adjacent stripes sometimes overlap, implying that here $eV_{sd}$ exceeds the addition energy. The lower edge of the Nth current stripe (which lies between the Coulomb blockade regions of N – 1 and N electrons) measures when the ground state of the Nth electron dot enters the transport window as $V_g$ is made more positive. Inside a stripe, the somewhat random-looking and less pronounced changes in I are attributed to fluctuations in the density of states in the leads (6). However, also inside the stripes, changes in I can be seen as pronounced curves, which we argue are the excited states in the dot.

For N = 1, a transport window of 3 meV is too small to observe the excitations clearly. Therefore, we show in Fig. 5A the N = 1 stripe and a part of the N = 2 stripe for $V_{sd} = 5$ mV. For this voltage, the N = 1 and 2 stripes just touch at $B = 0$. A pronounced change in I [that is, from blue (<1 pA) to dark red (10 pA)] occurs at the upper edge of the N = 1 stripe at $B = 0.2$ T. This change identifies the first excited state for the N = 1 dot [we discuss the index (0,1) below]. At higher B values, higher excited states also enter the stripe. The energy separation between the ground state and the first excited state can be read from the relative position inside the stripe. For instance, when the first excited state is two-thirds of the width of the stripe away from the ground state, the excitation energy is two-thirds of $eV_{sd}$.

So, the excitation energy is 5 meV at $B = 0$ and decreases for increasing B. Even over this wide B range of 16 T, the first excited state never crosses with the ground state. Below 4 T, the excitation energy exceeds 3 meV; therefore, the first excited state only starts to become visible for $B > 4$ T in the first stripe of Fig. 4.

In the second, $N = 2$, stripe in Fig. 4, the first excited state crosses the ground state at $B = 4.15$ T; that is, the first excited state for $B < 4.15$ T (seen as the change in I from blue to red inside the second stripe) becomes the ground state for $B > 4.15$ T. The kink labeled by the triangle in Fig. 3 also denotes this crossing. For N = 3 and 4, there is also a crossing at $1.7$ T in the middle of the third and fourth stripes in Fig. 4 between an up-going excited state and a down-going excited state. A similar up- and down-going crossing is seen in the ground state for $N = 5$ at 1.2 T (see also the kink in Fig. 3 labeled by the diamond).

To describe the electron states in a quantum dot, the energy spectrum $U(N,B)$ must first be calculated. In our experiment, we measured the electrochemical potential of the quantum dot, which is defined as $\mu(N) = U(N) - U(N-1)$. For a few electrons, $U(N,B)$ can be calculated exactly, including the Coulomb interactions (9). However, it is
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**Fig. 1.** (A) Schematic of the semiconductor layers and the metal side gate. The diameter of the pillar is 0.5 μm. (B) Schematic energy (horizontal axis) diagram along the vertical axis of the pillar. Hatched regions are occupied electron states in the source and drain contacts. For the case shown, two electrons are permanently trapped in the quantum dot. The third electron can choose to tunnel through the N = 3 ground state (solid line) or through one of the two excited states that lie in the transport window. This situation corresponds to the N = 3 current stripe.

**Fig. 2.** Differential conductance $dI/dV_{sd}$ plotted in color scale in the $V_g-V_{sd}$ plane at $B = 0$. In the white diamond-shaped regions, $dI/dV_{sd} \sim 0$ as a result of Coulomb blockade. N is fixed in each of the diamond regions. The lines outside the diamonds, running parallel to the sides, identify excited states.

**Fig. 3.** Plot of $I(V_{sd},B)$ for $N = 0$ to 5 measured with small $V_{sd}$ = 0.1 mV such that only ground states contributed to the current. Ground-state transitions are indicated by different symbols. The arrows in the squares indicate the spin configuration. The lowest square corresponds to a single-particle state with angular momentum $l = 0$. For squares to the right, $l$ increases to 1, 2, 3, and so on. For N = 4 and 5, near $B = 0$, also the $l = -1$ square is shown on the left of the $l = 0$ square. For $N = 5$ there are two important configurations for the occupation of single-particle states in the region between the two kinks.
easier to explain the experimental results if the spectrum of noninteracting electrons in a 2D circular disk is considered first. The thickness of the thin disk freezes the electrons in the lowest state in the vertical direction. Therefore, only the confinement in the plane of the disk has to be considered, for which we take a parabolic potential \( V(r) = \frac{1}{2} m^* \omega_c^2 r^2 \), where \( m^* = 0.06 m_e \) is the effective mass of electrons in the InGaAs disk and \( r \) is the radial distance. The single-particle eigen energies with radial quantum number \( n = 0, 1, 2, \ldots \) and angular momentum quantum number \( l = 0, \pm 1, \pm 2, \ldots \) are given by (10)

\[
E_{n,l} = (2n + |l| + 1)\hbar \sqrt{\left\{ \frac{1}{4} \omega_c^2 + \omega_c^2 \right\}} \tag{1}
\]

where the cyclotron frequency \( \omega_c = eB/m^* \) and \( \hbar \) is Planck's constant divided by 2\( \pi \). The much smaller Zeeman energy is neglected. The first few spin-degenerate states, \( E_{n,l} \), are plotted in Fig. 6A for a confinement energy \( \hbar \omega_c = 5 \) meV. The two thick solid lines identify the transport window relative to the \((0,0)\) curve for \( V_{sd} = 5 \) meV. The states within this stripe can be compared with the changes in \( I \) seen in the \( N = 1 \) stripe in Fig. 5A. The agreement is not unexpected because the noninteracting model of Eq. 1 is in fact exact for \( N = 1 \). We note that Eq. 1 with \( \hbar \omega_c = 5 \) meV fits both the ground state and the first excited state very well up to about 7 T (11).

If first the Coulomb interactions are neglected for \( N = 2 \), then the two-electron ground state energy is given by \( U(N = 2) = 2E_{2,0,0} \) and the measured value for \( \mu(2) = U(2) - U(1) = E_{0,0} = \mu(1) \). The simplest way to include interactions is to assume that the Coulomb energy \( E_c \) is independent of \( B \). In this constant-interaction model, \( \mu(2) - \mu(1) = E_c \), implying that the first and second peaks in \( I \) are separated by a constant \( V_u \) and both peaks have the same \( B \)-field dependence. The constant-interaction model has been successfully used to describe most Coulomb blockade experiments (1, 2). However, as seen in Figs. 3 and 4, the \( N = 1 \) and 2 ground states evolve differently with \( B \). In particular, whereas \( E_{0,0} \) is the \( N = 1 \) ground state over the entire \( B \) range, a transition occurs at 4.15 T in the \( N = 2 \) ground state. To explain this transition one has to consider that the \( \ell = 0 \) orbit shrinks in size when \( B \) is turned on. Two electrons in a shrinking \( \ell = 0 \) orbit experience an increasing Coulomb interaction. (We indeed observe in Fig. 3 that the second peak increases faster with \( B \) compared with the first peak.) The increasing Coulomb interaction will, at some \( B \) value, force one of the two electrons to occupy the larger \( \ell = 1 \)

Fig. 4 (left). Plot of \( IV_uB \) for \( N = 0 \) to 4 and a part of \( N = 5 \) measured with \( V_{sd} = 3 \) meV. In the dark blue regions \( I < 0.1 \) pA, and in the dark red regions \( I > 10 \) pA. Both ground states and the first few excited states can contribute to the current. Current stripes between the Coulomb blockade regions (dark blue) for \( N = 1 \) and \( N = 2 \) were observed throughout the report.

Fig. 5 (right). (A) Plot of \( IV_uB \) for \( N = 1 \) and 2 measured with \( V_{sd} = 5 \) meV up to 16 T. The states in the \( N = 1 \) stripe are indexed by the quantum numbers \((n,l)\). (B) Surface plot of the \( N = 4 \) stripe measured with \( V_{sd} = 1.6 \) meV up to 2 T.
orbit. This transition costs kinetic energy $E_{0,1} - E_{0,0}$, but it reduces the Coulomb interaction because of the larger spatial separation between the two electrons. In addition, the system gains exchange energy when the two electrons take on parallel spins. The transition in angular momentum is thus accompanied by a transition in the total spin from the singlet $S = 0$ to the triplet state $S = 1$. An analogous singlet-triplet (S-T) transition is predicted to occur in He atoms in the vicinity of white dwarfs and pulsars at $B = 4 \times 10^5$ T (12). Because of the much larger size of our artificial atoms, the transition occurs at accessible fields of a few teslas. This effect was first predicted by Wagner et al. (13), and evidence for the S-T crossing has been seen (14).

The exact calculation in Fig. 6B of $\mu(N)$ for the $N = 2$ to 5 ground states and first two excited states shows extra transitions between many-body states that are not included in the single-particle states of Eq. 1 (15). The S-T transition for $N = 2$ is one such example (16). In Fig. 6A, $E_{0,0}$ never crosses with $E_{0,1}$ whereas in Fig. 6B a transition, labeled by the triangle, occurs between the first (dashed) excited state and (solid) ground state at $\omega_0 = 1.5 \omega_o$, for $h\omega_o = 5$ meV, this S-T transition is expected at $B = 4.2$ T (the experimental value is 4.15 T). The calculated second (dotted) excited state in Fig. 6B for $N = 2$ can also be seen in the second stripe of Fig. 5A (the line between blue and red current regions, which has a maximum near ~2 T).

We now discuss transitions between the first excited state and the ground state for $N = 3$, 4, and 5. The ground state for $N = 3$ has two transitions labeled by circles (Fig. 6B). On increasing $B$, the total spin, $S$, and total angular momentum, $M$, of the many-body states change from $(S, M) = (1/2, 1)$ to $(1/2, 2)$ to $(3/2, 3)$. These transitions to larger angular momentum states reduce the Coulomb interactions (1). In addition, the spin increases in order for the electron system to gain exchange energy. A double transition in the ground-state energy is indeed observed as two kinks in the $N = 3$ trace of Fig. 3. In most regions in Fig. 3, there is one main configuration for the occupation of single-particle states. For $N = 3$, in the region between the two circle labels, there are two important configurations, which both have the same $S$ and $M$. In a similar way, the $N = 4$ and 5 ground states make transitions to higher angular momentum states and an increasing total spin when $B$ is increased. The occupation of many-body states in the region between the two circle labels is hard to determine because in this region different states lie very close in energy (see Fig. 6B). For $B$ larger than the circle on the right, there is again a clear ground state where electrons are fully spin-polarized and they occupy successive angular momentum states.

A different type of crossing is between two excited states (crossings inside a stripe). We now argue that the crossing between two excited states in the $N = 3$ and 4 stripes is a crossing labeled by single-particle states. For noninteracting electrons, we expect from Fig. 6A that $E_{0,2}$ and $E_{0,1}$ are the two occupied single-particle states in the ground state for both $N = 3$ and 4. The first excited state is $E_{1,-1}$ for $B < 2$ T and $E_{0,2}$ for $B > 2$ T. Together with the ground state the form a triangle. The same triangular shape is observed in both the $N = 3$ and $N = 4$ stripes in Fig. 4 where it has a maximum near 1.7 T. Continuing these arguments we expect the transition in the first excited state for $N = 3$ and 4 to become a transition in the ground state for $N = 5$. Indeed this is seen in Fig. 4 and at the kink labeled by the diamond in Fig. 3 (this transition in l from ~1 to 2 is indicated in Fig. 3 in the diagrams adjacent to this kink). We emphasize that the discussion of the above crossings demonstrates a direct relation between the excitation spectrum of an $N$ electron system with the ground state of the $N + 1$ electron system (17).

The last crossing we discuss is indicated by the square in Fig. 3. We identified this crossing earlier (4) as a manifestation of Hund’s rule. As the adjacent spin diagrams show for the third and fourth electrons, a transition from parallel spins (in accordance with Hund’s rule) to antiparallel spins occurs. When the states $E_{0,1}$ and $E_{0,-1}$ are sufficiently close, there is an energy gain due to the exchange interaction between electrons with parallel spins. As $B$ is increased, $E_{0,1}$ and $E_{0,-1}$ diverge from each other (see Fig. 6A), and at some value a transition is made to antiparallel spins where the third and fourth electrons both occupy $E_{0,0}$. Figure 5B shows a surface plot of the $N = 4$ stripe measured at $V_{d} = 1.6$ mV. This surface plot shows the $B$ dependence of the single-particle states $E_{0,1}$ and $E_{0,-1}$, including a Hund’s rule crossing between the ground state and first excited state at $0.4$ T. Interestingly, a second excited state is seen with a $B$ dependence parallel to the first excited state. Parallel first and second excited states are also seen in the calculation of Fig. 6B (see just above and below the square label in the $N = 4$ stripe). The difference between the two parallel lines is that in the lower energy line the third and fourth electrons have parallel spins (in accordance with Hund’s rule) and in the higher energy line they have antiparallel spins. The energy difference is a direct measure of the exchange energy. From the experimental $N = 4$ stripe in Fig. 4 we can read directly that the gain in exchange energy is ~1 meV.
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7. Figure 2 actually reproduces in large detail in four different samples, implying that the structure in the density of states in the leads is not originating from a random impurity potential but probably from the lateral confinement potential of the pillar.
8. The sign of $V_{d}$ is such that electrons first tunnel...
Coupled Quantum Dots Fabricated by Cleaved Edge Overgrowth: From Artificial Atoms to Molecules

Gert Schedelbeck, Werner Wegscheider,* Max Bichler, Gerhard Abstreiter

Over the last 5 years, quantum dots (QDs)—boxes in which charge carriers are quantum-confined in three dimensions—have been realized in semiconductors (1–11). Although these QDs are commonly part of a single crystalline solid, their properties are in many ways analogous to those of atoms (10); a “shell-like” energy staircase for single-electron charging (11) and extremely narrow homogeneous linewidths in optical spectra have been observed (6). The growing interest in QD systems is not only of a fundamental nature but is strongly driven by applications such as semiconductor laser devices, where discrete energy level schemes should be advantageous in many respects (12).

A diverse range of technologies, including high-resolution electron beam lithography and focused laser beam writing, have been implemented to fabricate such “artificial atoms” from layers prepared by molecular beam epitaxy (MBE); such layers often serve as starting material because quantum confinement along the growth direction can be readily achieved (1, 2). Unfortunately, QDs confining excitons of high optical quality whose emission is governed by narrow “atom-like” lines must be prepared differently. In the GaAs-AlGaAs material system, their size must be in the 10-nm range, the equivalent of the hydrogen-like Bohr orbit for excitons. The latter represent quantized excitations in a semiconductor in the form of electrostatically bound electron–hole pairs.

To date, the realization of such QDs has relied on monolayer thickness fluctuations of thin quantum wells (QWs) (3–6) or on spontaneous island formation during strained layer epitaxy (7–9). These structures have the advantage that they contain few crystal imperfections, which are inevitably accompanied by a high number of nonradiative recombination centers. However, as a consequence of the inherent randomness in the formation process of ensembles of such natural and self-organized QDs, they differ in size and shape, and their position is not under precise experimental control. Therefore, highly local spectroscopic techniques are essential to extract the properties of individual objects. The long-standing question of whether the analogy between QDs and artificial atoms can be taken even further—that is, whether coupled QDs act like coupled atoms in a molecule (13)—must therefore be answered in a different kind of experiment.

Here, we report on the fabrication of individual and coupled QDs of high optical quality whose size, shape, and position are completely engineered by the fabrication process. Starting from an artificial atom characterized by a homogeneous linewidth as narrow as 70 μeV (full width at half maximum, FWHM) in optical emission spectra, the formation of an “artificial molecule” can be observed as the coupling strength is gradually increased. As coupling between two QDs is introduced, the sharp resonances resulting from bound-state exciton transitions of an isolated dot splits into a pair of lines. The splitting as well as the peak widths systematically increase with increasing coupling strength.

This scenario of an exciton bound to two quantum-mechanically coupled QDs can be compared to the synthesis of a positively charged hydrogen molecule H₂⁺ from an electron and two protons; such a system can be described in the framework of elementary quantum mechanics by the formation of bonding and antibonding states. In contrast to previous work on coupled Coulomb islands, which were explained in terms of classical interdot capacitance coupling (2), the excitonic states in our QDs are quantum-mechanically coupled and can be thought of as a coherent wave that is delocalized over the two dots. Such widely adjustable, coherently coupled QDs seem to be ideally suited for fundamental studies in a regime that is inaccessible to experiments on real atoms.

Our sample design is based on quantum